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H I G H L I G H T S  G R A P H I C A L  A B S T R A C T  

• We applied the finite element method to 
study brine transport in a plunging jet. 

• Our model reproduced gravity-driven 
impingement of brine on the floor of a 
pool. 

• We identified two regimes of brine 
transport with different mixing 
performances. 

• By enhancing air mass transfer, we 
could promote a favorable transport 
regime. 

• Effective jet mixing will help prevent 
deterioration of marine ecosystems.  
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A B S T R A C T   

Plunging jets are used in many environmental and industrial applications to enhance mixing and mass transfer 
rates. One of the current challenges in applying plunging jet reactors for brine dispersal from desalination plants 
is that the density of brine causes the jet to drop straight to the seafloor. This hypoxic fluid disperses slowly and 
elicits a toxic effect on the local marine ecosystem. To provide new insights and improvements, we have 
developed a numerical model that considers the co-transport of brine in a two-phase air–fluid system. In our 
model, Navier–Stokes describes the transport of fluid, and Nernst–Planck describes the transport of dissolved 
brine. One of the key observations we made is that brine convection is characterized by competition between the 
positive buoyancy of air–fluid mixtures and the negative buoyancy of brine–fluid mixtures. Depending on the jet 
flow rate, the brine would either (1) ascend radially from the plume or (2) drop straight downwards. In our 
experiments, we demonstrate the same behaviors. Ultimately, it may be possible to reduce the destructive effects 
of high-density brine impinging on the seafloor by optimizing the jet to promote air entrainment, thus main-
taining the system in its radial mixing regime.  
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Abbreviations  

PLJR plunging liquid jet reactor 
VOF volume of fluid  

Symbol Meaning Units 
ρ fluid density kg/m3 

u fluid velocity, vector m/s 
p pressure Pa 
μ combined effective dynamic viscosity Pa⋅s 
μM dynamic viscosity Pa⋅s 
μT eddy viscosity Pa⋅s 
Fst surface tension force, vector N/m3 

g acceleration from gravity, vector m/s2 

k turbulent kinetic energy m2/s2 

ϵ turbulent dissipation m2/s3 

ϕ phase-field variable AU 
γ phase-field interface mobility m⋅s/kg 
G Cahn–Hilliard free energy density J/m3 

σst surface tension coefficient N/m 
δ phase-field interface thickness mm 
Vair

f , Vfluid
f volume fraction of air and fluid AU 

J molar flux density of NaCl brine, vector mol/m2/s 
c molar concentration of NaCl brine mol/m3 

DS salt diffusion coefficient m2/s 
cbulk bulk NaCl concentration of the concentrated 

jet 
mol/m3 

Q0 volume flow rate of jet L/hour 
Rch, Hch, Lj, d0 dimensions of model geometry cm    

Superscripts and 
subscripts.   

fluid properties and variables characteristic of the 
fluid phase  

air properties and variables characteristic of the 
air phase  

b properties of NaCl brine  
w properties of water   

1. Introduction 

The plunging of a jet into another liquid body is a common phe-
nomenon in both natural and industrial processes. The gaseous phase 
dragged by the impacting jet causes air to be entrained and dispersed 
into the receiving body. Along with aeration, this process leads to rapid 
mixing, promoted by the increased interfacial area between air and fluid 
phases. One common example of a plunging jet in nature is a waterfall. 
In natural waterfalls, aeration from the plunging jet enhances self- 
purification from organic pollutants [1,2]. Similarly, many environ-
mental and industrial processes use plunging jets to enhance two-phase 
contact and mass transfer rates. Stirring of chemicals with plunging jets, 
for example, ensures good mixing between two liquids [3]. Plunging jets 
are also an inexpensive technology for oxygenation as a part of aerobic 
wastewater treatment processes [4]. Plunging jets can be used in 
fermentation [5], froth floatation [6], air pollution abatement [7], 
polymer [8], glass casting [9], and, recently, in brine dissolution pro-
cesses [1,4]. 

Brine disposal has emerged as a major environmental challenge 
[10–12] as desalination technologies become central to sustaining 
public and industrial water sources [13]. The Arabian Gulf receives 
hypersaline brine discharged from Gulf Cooperation Council (GCC) 
countries at a rate as high as 40 million m3/day [14,15]. Along with 
reducing the amount of disposed brine products [16–21], addressing this 
problem requires us to investigate how these products travel throughout 
the local environment. Previous modeling and experimental work have 
demonstrated that far-field hydrodynamic processes such as tides, wind, 
and atmospheric exchange drive dispersion of discharge products across 
the marine ecosystem [22–25]. Meanwhile, small-scale transport plays a 
key role when we consider disposal strategies. Current disposal methods 
include sewer discharge [26], evaporation ponds [27], deep-well in-
jection [28], land application [29], and surface water discharge [30,31]. 

In our previous work, we investigated plunging liquid jet reactors 
(PLJRs) as ejectors for disposed brine products from desalination plants 
[15,32,33]. In contrast with submerged jets in deep receiving water that 
have been the subject of most previous studies [34–39], PLJRs offer the 
ability to aerate and rapidly mix their dense ejecta into the receiving 
pool. Our results demonstrate that the use of PLJRs enhances the dilu-
tion of rejected brine and enriches the concentration of dissolved oxygen 
in the receiving water. Furthermore, compared to conventional aeration 
technologies, PLJRs perform these functions at a low cost [15,32,33]. 

In an unconfined PLJR (Fig. 1A), the liquid emerges from its nozzle 
as a high-speed jet that plunges from a height into a receiving pool of 
liquid. During this process, the jet entrains ambient air into the liquid 
pool in the shape of a conical downflow of bubbles. The sudden 
expansion of the jet upon impacting the receiving pool of liquid results 
in a short contact time between the bubbles and liquid [40,41]. This, in 
turn, limits the penetration depth of air bubbles. Additional structures 
may be incorporated into the PLJR to enhance the features of this pro-
cess. For example, a downcomer tube may be added to the system to 
create a confined jet. This downcomer increases the superficial velocity 
of the jet and, with it, the momentum of two-phase flow. The down-
comer also helps the jet and air bubbles penetrate to greater depths, 
improving air mass transfer and liquid mixing [41]. The annular-column 
PLJR, characterized by the addition of an annular column around the 
downcomer column, represents another mode of operation. The role of 
this structure is to segregate the ascending two-phase flow from the 
surrounding liquid. Ultimately, this configuration promotes higher mass 
transfer with no extra cost [40]. 

Currently, investigation of PLJRs is supported by empirical models 
[7]. However, the emergence of sophisticated computational tools has 
recently led to new advances in the field’s theoretical understanding of 
plunging jets. These methods have allowed previous investigators to 
examine multiphase flow in the context of Navier–Stokes fluid transport. 
Approaches for describing the transport of discrete phases include 
Euler–Euler [42], mixture-model [43,44], phase-field [45,46], level-set 
[4,47–49], and Euler–Lagrange [47,50] formulations. The PLJR system 
is a turbulent, multi-phase, multi-physics problem, and it remains 
challenging to develop a predictive match between numerical simula-
tions and experimental results. In particular, simulations tend to over-
estimate the volumetric rate of air entrainment in the falling jet [4]. 
Despite this limitation, previous efforts have successfully recapitulated 
important morphological features of the submerged gaseous phase [4]. 
In this paper, we study the unconfined PLJR process numerically and 
experimentally as a brine dispenser in order to examine the underlying 
processes. 

One of the current limitations of PLJRs in a natural environment, is 
that the high-density of brine causes the jet to drop straight to the sea-
floor. As a result, there is very little convection-driven mixing, and 
dilution proceeds on the slow timescale of diffusion. The hypersaline, 
hypoxic phase remains concentrated on the seafloor [51–53] where it 
threatens the local marine ecosystem [54–56]. In our previous experi-
mental work, we determined that the presence of brine in a plunging jet 
has an important influence on the system’s fluid dynamics [15,32]. 
However, this element has not been incorporated as part of previous 
modeling efforts. 

To suggest new insights for further improvement of the unconfined 
PLJR system, we have developed a volume of fluid (VOF) model that 
considers the co-transport of hypersaline brine. While multiphase mass 
transfer has been studied in a wide range of liquid–liquid and liquid–gas 
systems, the role of this process has not been studied as a part of the 
numerical simulation of plunging jets [57–61]. Similar to heat transfer 
[62], the motion of fluid influences the transport of dissolved brine, and, 
conversely, the presence of brine affects the flow of fluid. Our results 
suggest that these mechanisms are responsible for the concentration of 
hypersaline brine on the seafloor. As a part of this investigation, we also 
performed experiments for comparison under matching conditions. Our 
observations allowed us to outline several potential strategies for 
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disrupting the processes that lead to the negative effects of hypersaline 
brine impinging on the seafloor. 

2. Materials and methods 

We started by identifying a computationally tractable model that 
recapitulates the gravity-driven motion of brine. We used a phase-field 
model [45,46] to simulate the air–fluid multiphase transport and con-
vection–diffusion equations to simulate the transport of brine. The 
constitutive equations and boundary conditions described in this section 
apply to the two–dimensional, axisymmetric geometry illustrated in 
Fig. 1B for cylindrical coordinates (r, z). 

2.1. Two-phase flow 

The two-phase fluid–air interface was modeled according to the VOF 
approach [47,48,63]. This formulation used a single set of Navier–-
Stokes momentum equations to describe the viscous flow of fluids, with 
one velocity field calculated over the simulated volume. The volume 
fraction of each phase was solved from a separate continuity equation, 
which determined the material properties that Navier–Stokes depends 
on. Navier–Stokes can be written as 

ρ
(

∂u
∂t

+ u⋅∇u
)

= − ∇p+∇⋅μ
(
∇u+∇uT)+Fst + ρg, (1)  

where u is the velocity field, ρ is the density, μ is the dynamic viscosity, p 
is the scalar pressure, g is the acceleration due to gravity, and Fst is the 
surface tension. For an incompressible fluid, the velocity field is 
divergence-free and follows 

∇⋅u = 0 (2)  

The dynamic viscosity of the system was influenced both by the viscosity 
of the underlying phase mixture, μM, and the addition of turbulent vis-
cosity, μT, according to 

μ = μM + μT (3)  

where μM is the viscosity of the underlying phase mixture and μT is the 
turbulent viscosity. Both μM and μT terms are calculated below. Similar 
to Refs. [4, 48, 49], the standard k–ε two-equation turbulence model was 
used to simulate sub-grid turbulence [64]. The first transport variable is 
the turbulent kinetic energy, k. Kinetic energy can be determined from 
the following equation: 

ρ
(

∂k
∂t

+u⋅∇k
)

= ∇⋅
((

μM +
μT

σk

)

∇k
)

+ μT
(
∇u∶

(
∇u+∇uT) ) − ρϵ, (4)  

where σk = 1. The second transport variable is the rate of dissipation of 
turbulent kinetic energy, ϵ. Dissipation can be solved with the following 
equation: 

ρ
(

∂ϵ
∂t
+u⋅∇ϵ

)

=∇⋅
((

μM+
μT

σϵ

)

∇ϵ
)

+C1ϵ
ϵ
k
μT

(
∇u∶

(
∇u+∇uT)) − C2ϵρ

ϵ2

k
,

(5)  

where σϵ = 1.3, C1ϵ = 1.44, and C2ϵ = 1.92. Note that σk, σϵ, C1ϵ, and 
C2ϵ have arbitrary units, carrying their typical meaning in the standard 
k–ε model. Finally, according to the standard k–ε model, turbulent vis-
cosity related to k and ϵ through 

μT = ρCμ
k2

ϵ
(6)  

where Cμ = 0.09. 
For phase continuity, we applied the Cahn–Hilliard approach 

[45,46]. Here, interfacial diffusion fluxes were approximated as being 
proportional to chemical potential gradients. The convective 
Cahn–Hilliard equation is defined as 

∂ϕ
∂t

+u⋅∇ϕ = γ∇2G, (7)  

G =
3σst
̅̅̅
8

√

(

− δ∇2ϕ+

(
ϕ2 − 1

)
ϕ

δ

)

, (8)  

where ϕ is the dimensionless phase field variable that ranges from − 1 in 
the fluid phase and 1 in the air phase, γ is the interface mobility, G is the 
free energy density, δ is the interfacial thickness, and σst is the surface 
tension coefficient. The phase field surface tension was then computed 
as a distributed force over the interface: 

Fig. 1. An unconfined plunging jet system. (A) Schematic illustration of a 
plunging jet and components of our experimental setup. (B) Mesh element 
distribution (left) and model geometry (right). The geometry is two–dimen-
sional and axisymmetrical, with the axis of revolution labelled as r = 0 mm. The 
boundary conditions (inlet, outlet, and walls), initial conditions (Sinit), and 
model dimensions (Rch, Hch, Lj, and d0) are discussed in Sec. 2.3. 
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Fst = G∇ϕ. (9)  

We calculated the volume fractions, Vair
f and Vfluid

f , using the phase field 
variable: 

Vair
f =

(1 + ϕ)
2

, (10)  

V fluid
f =

(1 − ϕ)
2

. (11)  

We defined the material properties of the fluid in terms of these volume 
fractions: 

ρ = ρairVair
f + ρfluidV fluid

f , (12)  

μM = μairVair
f + μfluidV fluid

f . (13)  

For a plunging jet of brine, ρfluid was a function of the local solute con-
centration. 

2.2. Brine co-transport 

Here, we considered a binary electrolyte diffusing and convecting in 
aqueous media. Using the assumption of electroneutrality, we restricted 
our dependent variables to a single concentration, c [65]. The time- 
varying behavior of the solute was dictated by continuity, which is 
given in this case as: 

∂c
∂t

= − ∇⋅J, (14)  

where J, and c are the molar flux density and molar concentration 
respectively of NaCl. Chemical flux from diffusion and convection is 
given by the following equation for dilute solutions: 

J = V fluid
f ( − DS∇c+ cu), (15)  

where DS is the salt diffusivity of NaCl. 
The density of the fluid, ρfluid, was dependent on the concentration of 

brine (NaCl) according to 

ρfluid = ρb c
cbulk

+ ρw, (16)  

where cbulk is the bulk NaCl concentration of the concentrated jet, ρw is 
the density of pure water, and ρb is the density of NaCl when c = cbulk. 

2.3. Boundary and initial conditions 

The boundaries of the model geometry are illustrated in Fig. 1B. At 
the inlet, the fluid was given constant velocity: 

uz|inlet = −

(
4Q0

πd0
2

)

, (17)  

where uz is the vertical component of fluid velocity (u), Q0 is the volume 
flow rate at the inlet, and d0 is the inlet diameter. This boundary was also 
fixed to the fluid phase with brine concentration: 

c|inlet = cbulk, (18)  

ϕ|inlet = − 1, (19)  

where cbulk is the NaCl concentration of the incoming jet. At the outlet, 
the fluid was set at a fixed pressure relative to hydrostatic pressure: 

p|outlet = ρgzz, (20)  

where gz is acceleration due to gravity and z is the vertical position in the 
tank (the tank floor is set to z = 0 mm). The phase and concentration at 

this boundary were set as outflows. Finally all other walls were imper-
meable, had no slip, and met the fluid at a contact angle of 90◦. 

The initial conditions for each simulation are illustrated in Fig. 1B. 
The inlet region was filled with fluid (Vfluid

f = 1) at brine concentration 
(c = cbulk). The reservoir region was filled with fluid (Vfluid

f = 1) without 
salinity (c = 0 mol/m3). All other regions were filled with air (Vfluid

f = 0, 
c = 0 mol/m3).  

1.1. Parameters 

The parameters used in these simulations were based on the ones 
applied in our experimental work [15,32]. Unless specified otherwise, 
the parameters can be found in Table 1. 

2.4. Numerical details 

A regular grid of 670 μm rectangular elements was used to mesh the 
model in the regions where air–fluid transitions occurred. Specifically, 
this mesh density was used in the vicinity of the jet, plume, and reservoir 
surface. In the remaining areas, a triangular mesh with a maximum 
element size of 21 mm was applied. In COMSOL Multiphysics, we used 
the segregated solver to couple the dependent variables. To reach 
convergence, the dependent variables were added in three steps: (1) 
velocity, pressure, and the phase-field variable; (2) turbulence variables; 
and (3) brine concentration. 

2.5. Experimental details 

To verify the behaviors observed in our simulation, we designed and 
constructed a model unconfined PLJR system (see Fig. 2). The system, 
adapted from our previous work, was designed as a scale model of an 
outfall system [15,32,33]. The dimensions of this system were as fol-
lows: L = 2 m, W = 1 m, H = 1.2 m. The nozzle was designed with a 
diameter of d0 = 10 mm (nozzle length to diameter ratio of 5, similar to 
Refs. [66, 67]). The nozzle was placed Lj = 20 cm and 40 cm from the 
receiving water body, whose level we set at Hch = 50 cm. 

Water was continuously withdrawn from the base of a reservoir by a 
centrifugal pump, recycled through rotameters, and driven through the 
nozzle as a jet plunging into the same reservoir. The role of the rota-
meters in this setup was to measure flowrate. In our experiments, we 
drove fluid at volumetric flow rates of Q0 = 300 L/hr and Q0 =

576 L/hr. 
The experimental jet system can be scaled to prototype levels using 

Froude scaling. If we take a desalination plant with a single outfall 
producing Qplant = 300 m3/hr, we will have a volume ratio of Qplant/

Q0 = 1000 when we compare it to our scale model with Q0 = 300 L/hr. 
As calculated in Ref. [15], the size of the system would scale to a field 
prototype according to Lr =

(
Qplant/Q0

)0.4
= 15.84. Thus, the receiving 

water depth of 50 cm and nozzle diameter of 1 cm would scale from 
laboratory dimensions as 7.92 m and 15.8 cm respectively. 

The fluid emerging from the jet contained an NaCl solution with 
cbulk = 683.06 mol/m3, and the receiving pool initially contained no 

Table 1 
Simulation parameters.  

DS (m2/s) cbulk (mol/ 
m3) 

Lj 

(cm) 
d0 

(cm) 
Rch 

(cm) 
Hch 

(cm) 
Q0 (L/ 
h) 

1.35×

10− 9 
683.06 40 1 60 50 300  

ρb(kg/ 
m3) 

ρair 

(kg/ 
m3) 

ρw 

(kg/ 
m3) 

μair 

(Pa•s) 
μfluid 

(Pa•s) 
σst 

(N/ 
m) 

δ 
(mm) 

γ 
(m3•s/ 
kg) 

1029 1.185 998 1.831×

10− 5 
1.068×

10− 3 
0.074 1 1×

10− 6  
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solutes (cbulk = 0 mol/m3). A red dye was added to the plunging salt 
solution as a visual proxy for salt concentration, allowing us to view the 
trajectory of the two-phase mixture below the receiving pool after the 
jet’s impact. We carried out each experiment for a duration of at least 50 
s. 

3. Results and discussion 

3.1. Air entrainment and cavity formation 

A falling jet entrains air within the rough features of its interface and 
drags a boundary layer of air in its wake [7,9]. This air then impacts the 
fluid reservoir in an annular region surrounding the falling jet, causing 
the transport of air into the reservoir [68]. As with previous numerical 
studies [4,42–49], our simulation recapitulated the key characteristics 
of this process. As shown in Fig. 3A, the surface tension of the fluid 
caused air cavities to form in the plume surrounding the impacted vol-
ume. Due to the large gradient in velocity at the impact site, quantified 
by the rate-of-strain tensor, significant sub-scale turbulence was gener-
ated at this location. This, in turn, caused the effective viscosity of the 
fluid to increase at the base of the developing plume. Ultimately, this 
phenomenon limited the plunging depth. Despite the momentum carried 
by the jet plunging from 40 cm, we see in Fig. 3A that the air cavity only 
reached ~20 cm below the surface of the reservoir. When we removed 

the effect of turbulence from our model, we observed that the plume 
reached the floor of the reservoir. 

Along with this main cavity of air, the impacting jet generated sub- 
grid air bubbles that were represented in our model as diffuse volumes 
of a fluid–air mixture. To understand the trajectories of individual 
bubbles within this volume, we employed the Euler–Lagrange particle 
tracking approach (see Sec. SM-1 of the Supplementary Material). 
Fig. 3B illustrates the trajectories of three bubble diameters: 0.1 mm, 1 
mm, and 4 mm. As expected, smaller bubbles traveled deeper into the 
reservoir and spread out radially from the plume. From the central 
cavity, air absorbed into the fluid and diffused in small concentrations 
throughout the plume. 

While the geometry of the plume matched up with experimental 
results [15], there was less consistency with the volumetric rate of air 
entrainment. Our simulation overpredicted the air entrainment rate by 
an order of magnitude (see Sec. SM-2 of the Supplementary Material). As 
discussed in Bahadar et al., this problem is endemic to the numerical 
simulation of plunging jets [4]. 

3.2. Brine transport 

The transport of the dissociated brine was governed by diffusion and 
convection in our system. As shown in Fig. 4, convection occurred on a 
much faster timescale than diffusion, causing the brine to primarily 
follow the velocity field of the underlying fluid. When solute diffusion 

Fig. 2. Experimental unconfined plunging liquid jet reactor system. (A) Front view. (B) Side view.  

Fig. 3. Air transport within an unconfined plunging jet system. For this simulation, Lj = 40 cm and Q0 = 576 L/hr. For other model parameters, see Fig. 1B and 
Table 1. (A) Volume fraction of fluid relative to air at steady-state. (B) Euler–Lagrange particle tracking of bubbles having three different diameters over an interval of 
Δt = 4 s. Over this period, 40 bubbles were released at z = 0.5 m on a disk of radius of 22 mm. The probability of being released at a particular location was weighted 
by its proximity to the air–fluid interface. 
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was removed from the system by setting DS→0 m2/s, we observed that 
the brine follows an identical profile for all conditions we examined. 

Because diffusion occurs on a slow timescale, the brine remained 
concentrated as it plunged into the reservoir. In Fig. 4A, we see that the 
brine followed the underlying envelope of the plume—it traveled 
vertically downwards, wrapped radially around the base of the plume, 
and then rose back to the surface. Meanwhile, in Fig. 4B, the brine only 
followed the original plume for the first 5 s of the simulation. After that, 
it dropped straight downwards until it reached the floor of the tank. In 
summary, we observed two distinct regimes: (Regime 1) the brine fol-
lowed the original plume in the radial direction (Fig. 4A), and (Regime 
2) the brine dropped straight downwards from the plume (Fig. 4B). 
Under the conditions studied here, their respective regimes persisted 
until the end of the simulations (t = 100 s). For designing a desalination 
outfall system, the radial mixing characterizing Regime 1 (Fig. 4A) 
represents an ideal target from an environmental perspective. In Regime 
2 (Fig. 4B), on the other hand, we see that the brine persisted as hy-
persaline media as is spread along the floor. As previously discussed, 

when this process develops along the seafloor, it leads to deterioration of 
the local ecosystem. 

3.3. Interplay between air and brine 

In this model, the composition of air and brine in the fluid both 
contributed to its density. As shown in the buoyancy plots of Fig. 4, 
volumes of low density were created around the plumes where air 
became entrained. At t = 1 s for both Fig. 4A and B, we see that all of the 
fluid followed the profile of the plume and rose towards the surface of 
the reservoir immediately after plunging. The jet salinities of both 
Fig. 4A and B were the same, and they both entrained a similar volume 
of air (see Fig. SM-1). Despite this, the jets impacted their reservoirs with 
opposite buoyancies. This occurred because the slower jet speed in 
Fig. 4A gave the air time to diffuse throughout the jet before it impacted. 
Meanwhile, the center of the jet in Fig. 4B remained dense as it plunged, 
and it traveled deeper into the reservoir since the center carried more 
velocity. As a result, at t = 5 s in Fig. 4B, we see that the denser fluid 

Fig. 4. Simulated transport within an unconfined PLJR system. The colormap on the left corresponds to the concentration of NaCl brine ([NaCl] = c), and the 
colormap on the right corresponds to the force of buoyancy. The gray lines are streamlines of fluid velocity, and their arrows indicate the direction of the field across 
those lines. The black line shows the contour of the volume fraction of the fluid. For other model parameters, see Fig. 1B and Table 1. (A) Lj = 40 cm, Q0 = 300 L/hr. 
(B) Lj = 40 cm, Q0 = 576 L/hr. 
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accumulated at the base of the plume as a heavy droplet. The droplet 
began to detach from the plume, and finally, by t = 10 s, it fell to the 
floor of the reservoir. As it fell, it dragged the rest of the plunging fluid 
down with it, causing a steady flow of brine to impinge upon the floor. 
At the same time, part of the jet’s plume continued to flow upwards, 
driven by the air captured in the plunge. For the jet in Fig. 4A, we see 
that the heavy droplet never formed or detached. These behaviors per-
sisted indefinitely beyond t = 100 s into our simulation. 

As shown in Figs. 5 and 6, the key predictions of these simulations 
were recapitulated by our scale experiments. For Q0 = 300 L/hr 
(Figs. 5A and 6A), the brine followed the original plume back towards 
the surface of the reservoir. In this case, we see that the brine primarily 
mixed radially outwards from the plume. Meanwhile, for Q0 = 576 L/hr 
(Figs. 5B and 6B), we see that the brine dropped straight downwards and 
mixed primarily along the longitudinal axis. In contrast with our 

simulations, the brine appears to diffuse more rapidly away from the 
concentrated stream. This most likely occurred as a result of bulk con-
vection processes such as thermal currents that arise in natural systems 
[69]. To see our full experiments (each carried out for at least 50 s du-
rations), please see the videos in our Supplementary Material. Overall, 
both simulated and experimental results suggest that the flow rate of the 
jet was one of the key parameters that influenced the behavior of the 
system and that we can promote radial mixing by reducing it. 

Both the simulation and experiment suggest that a finite volume of 
fluid rose from the bottom of the air cavity to the pool surface where it 
spread radially. The significant of this phenomenon, is that the rising 
fluid mixed with the surrounding fluid much more effectively. There-
fore, it offers a potential mechanism for improving the dilution of 
plunging jet outfalls: to prevent most of the fluid from sinking to the 
floor of the reservoir, we can enhance the positive buoyancy of fluid 

Fig. 5. Solute transport within an unconfined PLJR system for Lj = 40 cm. The top rows display simulation results, while the bottom rows display frames taken from 
plunging jet experiments. This study used a fluorescent red dye as a tracer for the high-salinity brine driven by the jet. The colormap corresponds to the simulated 
concentration of NaCl brine ([NaCl] = c). The gray arrows are streamlines of fluid velocity, and the black line shows the contour of the volume fraction of the fluid. 
For other model parameters, see Fig. 1B and Table 1. (A) Q0 = 300 L/hr. (B) Q0 = 576 L/hr. 
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emerging from the plume. However, our results show that increasing the 
ratio between air entrainment rate and brine ejection rate will not 
necessarily prevent the formation of a heavy droplet. Along with 
introducing more air into the plume, the jet needs to be optimized so 
that the air permeates it before impact. Based on our simulations and 
experiments, this can be achieved by increasing jet length (Lj), 
decreasing jet flow rate (Q0), and decreasing nozzle diameter (d0). 

Our results suggest that the entrainment of air in the impacting jet 
can prevent the gravity-driven drop of high-density brine when the air is 
distributed throughout the jet’s cross-sectional area. The falling and 
rising state are both stable attractors of the system under the different 
flow regimes. The falling state was the only stable state observed under 
fast flow rate conditions, and the radial mixing state was the only state 
observed under slow flow rate conditions. When the model was simu-
lated under slow conditions and then switched to fast conditions, it 
reverted back to the radial mixing regime. Therefore, the falling state is 
not irreversible in our simulations. 

4. Conclusions 

In this study, we applied the finite element method to study multi-
phase flow in a plunging jet system. We used a phase-field approach to 
better understand the momentum transfer between the two phases, and 
we used a particle-tracking method to visualize the trajectories of in-
dividual bubbles entrained by the falling jet. We found that the plume 
geometry of the entrained air matched closely with experimental results. 

Ultimately, the purpose of this study was to understand the co- 
transport of brine in the plunging jet system. In our model, Navier–-
Stokes described the transport of fluid, and Nernst–Planck described 
transport of dissolved brine. These two processes were coupled to each 
other through convection and buoyancy. We determined that brine 
transport was convection-driven, with minor influence from diffusion on 
brine trajectory. We found that two distinct behaviors emerged 
depending on the jet’s characteristics. We found that these behaviors 
persisted indefinitely in our simulations and experiments. Depending on 

Fig. 6. Solute transport within an unconfined PLJR system for Lj = 20 cm. The top rows display simulation results, while the bottom rows display frames taken from 
plunging jet experiments. This study used a fluorescent red dye as a tracer for the high-salinity brine driven by the jet. The colormap corresponds to the simulated 
concentration of NaCl brine ([NaCl] = c). The gray arrows are streamlines of fluid velocity, and the black line shows the contour of the volume fraction of the fluid. 
For other model parameters, see Fig. 1B and Table 1. (A) Q0 = 300 L/hr. (B) Q0 = 576 L/hr. 
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the jet flow rate, the brine would either (1) follow the original plume in 
the radial direction or (2) drop straight downwards from the plume. In 
our experiments, we observed the same behaviors. We also observed 
that those behaviors diverged under the same flow rate conditions 
simulated in our model. 

To understand the processes that gave rise to those behaviors, we 
examined buoyant forces acting on the plume. Our model demonstrated 
that air and brine, driven by the underlying velocity field, were trans-
ported non-uniformly throughout the plume. Since the density of the 
fluid is dependent on local composition of air and brine, the plunging jet 
induced volumes of both negative and positive buoyancy. Ultimately, 
we determined that the distribution of buoyant forces gave rise to the 
distinct regimes observed in our simulation. Crucially, brine trajectory 
was not only influenced by the total rate of air entrainment but also by 
the distribution of air within the impacting jet. 

Since we were able to reproduce distinct regimes in our scale ex-
periments under conditions matching our simulations, we propose that 
the same mechanisms were involved. However, it would be valuable to 
further investigate the underlying role of buoyancy in future efforts. It 
would also be valuable to understand how the behaviors we observed 
might be influenced by a real marine environment and its characteristic 
processes. Relevant aspects may include interaction between multiple 
jets and the presence of lateral flow, as we investigated in our previous 
experimental work [15,32,33]. 

Based on insight from our model, we found that it may be possible to 
avoid destructive outcomes by maintaining the jet system in its radial 
mixing regime. Understanding the trajectory of brine in outfall systems 
will help us avoid the deterioration of marine ecosystems. More broadly, 
our results might lend insight into plunging jet systems that we 
encounter in our daily lives, such as waterfalls. 

This article references a supplementary material section containing 
additional modeling details and figures. In addition, we provide videos 
of the experiments we carried out as part of this work. Supplementary 
data to this article can be found online at doi:https://doi.org/10.1016/j. 
desal.2023.116996. 
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